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Abstract We investigate superconvergent functional estimates in curvilin-
ear coordinates for diagonal-norm tensor-product generalized summation-by-
parts operators. We show that interpolation/extrapolation operators of degree
greater than or equal to 2p are required to preserve at least 2p quadrature
accuracy and functional superconvergence in curvilinear coordinates when:
(1) the Jacobian of the coordinate transformation is approximated by the
same generalized summation-by-parts operator that is used to approximate
the flux terms and (2) the degree of the generalized summation-by-parts oper-
ator is lower than the degree of the polynomial used to represent the geometry
of interest. Legendre-Gauss-Lobatto and Legendre-Gauss element-type oper-
ators are considered. When the aforementioned condition (2) is violated for
the Legendre-Gauss operators, there is an even-odd quadrature convergence
pattern that is explained by the cancellation of the leading truncation er-
ror terms for the interpolation/extrapolation operators that correspond to
the odd-degree Legendre-Gauss operators. The theory developed is confirmed
through numerical examples with a steady one-dimensional problem and the
unsteady two-dimensional linear convection equation.
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1 Introduction

Generalized summation-by-parts (SBP) methods, when combined with simul-
taneous approximation terms (SATs) [5,13,33], provide a provably linearly
and nonlinearly stable, conservative, and consistent way to numerically solve
a variety of linear and nonlinear partial di↵erential equations (PDEs) [7,12,
34]. Initially developed to enable energy-stable finite-di↵erence discretizations
similar to those pioneered in the finite-element framework [25], SBP methods
have been generalized [11] such that the SBP property can be applied to a
broad class of high-order methods that includes some discontinuous Galerkin
and flux reconstruction schemes [15,32].

In addition to being energy stable, an SBP scheme can be constructed to
be dual consistent. Dual consistency is a concept that is widely understood
in the context of Galerkin finite-element schemes, for example, which has en-
abled the development of schemes that exhibit functional superconvergence
[6,16,28]. In general, a discretization is dual consistent if the discrete dual
problem associated with the discretization is a consistent discretization of the
continuous dual problem. For classical diagonal-norm SBP operators, if the
discretization is dual consistent, then the underlying quadrature and solution
functionals converge at the same rate as the order of the interior operator, i.e.,
2p, where p is the degree of the SBP operator [1,20,22]. A portion of these
results have been extended to generalized SBP operators in the context of
generalized SBP time-marching methods [2,3].

In practice, functionals are often the quantities of primary interest from
a simulation, for example in aerodynamics, where forces and moments are
frequently the most important quantities. These types of aerodynamic flows
routinely involve complex geometries on curvilinear domains. Therefore, it is
important to understand the impact of curvilinear coordinate transformations
on functionals obtained through generalized SBP discretizations.

The primary objective of the present work is to extend the theory of func-
tional superconvergence established in [2,3,20] for classical and generalized
SBP operators to generalized SBP operators in curvilinear coordinates. To do
this, we make the following contributions:

– We show that interpolation/extrapolation operators of degree r � 2p are
required to preserve at least 2p functional superconvergence under specific
conditions.
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– We identify and explain the even-odd functional convergence behaviour
observed when the aforementioned conditions are violated for the Legendre-
Gauss (LG) family of operators.

2 Notation and definitions

The notation is adapted from [7,11,12,20]. Upper-case script letters, e.g.,
U , denote continuous functions, while bold letters, e.g., u, indicate the re-
striction of these continuous functions onto a set of nodes. A sans-serif cap-
ital letter, e.g., H, represents a matrix. Furthermore, 0 = [0, 0, . . . , 0]T and
1 = [1, 1, . . . , 1]T denote vectors of all zeros and all ones, respectively.

Let ⌦ ⇢ Rd denote a d-dimensional Lipschitz domain with the boundary
� ⌘ @⌦. To introduce our discretization, we decompose the physical domain,
⌦, into K nonoverlapping elements ⌦



,  = 1, . . . ,K, such that ⌦ = [K

=1

⌦



,
⌦

i

\ ⌦
j

, i 6= j, where ⌦


⌘ ⌦



[ �


denotes the closure of ⌦


. Here, �


⌘
@⌦



delineates the boundary of ⌦


. We assume that there exists a time-
invariant invertible transformation on each element, T



: ⌦


! ⌦̂



, which
allows us to construct SBP operators on the reference domain, ⌦̂



, whose
boundary is denoted by �̂



. The extension to a time-varying transformation
on each element would introduce increased complexity through the addition
of time-dependent metric terms, however in principle this extension should
be straightforward, see, for example, [35]. On a given physical element, ⌦



,
the inner product and norm are defined for two square-integrable real-valued
functions, U



2 L

2(⌦


) and V


2 L

2(⌦


), as

(U


,V


) ⌘
Z

⌦



U


V


d⌦ and kU


k2 ⌘
Z

⌦



U2



d⌦, (1)

respectively. Using the change of variable theorem, we can recast (1) in terms
of the corresponding reference element, ⌦̂



, as
Z

⌦



U


V


d⌦ =

Z

ˆ

⌦



U


V


J


d⌦̂ and

Z

⌦



U2



d⌦ =

Z

ˆ

⌦



U2



J


d⌦̂, (2)

where J


is the Jacobian of the the inverse transformation, (T


)�1 : ⌦̂


! ⌦



.
As an example, in one spatial dimension, J



⌘ dx



/d⇠.
To approximate, for example, J



, we introduce the following definition of
a generalized SBP operator that approximates the derivative @/@⇠ [11].

Definition 1 (Summation-by-parts operator for the first derivative

[11]) A matrix operator, D
⇠

2 RN

⇠

⇥N

⇠ , is an SBP operator that approximates

the derivative @

@⇠

, on the domain ⇠ 2 (⌦̂
⇠

)


= [↵
⇠

,�

⇠

] discretized with N

⇠

nodes, of degree p if

1. D
⇠

⇠

k = H�1

⇠

Q
⇠

⇠

k�1 = k⇠

k�1, k = 0, 1, . . . , p;
2. H

⇠

, the norm matrix, is symmetric and positive definite; and

3. Q
⇠

+ QT

⇠

= E
⇠

, where
�
⇠

i

�
T

E
⇠

⇠

j = �

i+j

⇠

� ↵

i+j

⇠

, i, j,= 0, 1, . . . r, r � p.
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From Definition 1, we see that the accuracy of an SBP operator is expressed in
terms of the maximum degree of monomial for which it is exact. For operators
constructed according to Definition 1 on tensor-product domains, it is common
to decompose E

⇠

as

E
⇠

= t

�

⇠

t

T

�

⇠

� t

↵

⇠

t

T

↵

⇠

, where t

T

↵

⇠

⇠

k = ↵

k

⇠

, t

T

�

⇠

⇠

k = �

k

⇠

, k = 0, 1, . . . , r.

Here, t
↵

⇠

and t

�

⇠

are examples of interpolation/extrapolation operators. In
multiple dimensions, the one-dimensional operators in the other coordinate
directions are defined in a similar manner and extended to multiple dimensions
using the tensor product formalism. This is accomplished through the following
definition of a Kronecker tensor product:

Definition 2 (Kronecker tensor product) Let A 2 Rn⇥m and B 2 Rp⇥q.
The Kronecker tensor product (or tensor product) between A and B, A⌦ B 2
Rnp⇥mq, is defined by

A⌦ B ⌘

2

64
a

11

B . . . a

1m

B
...

. . .
...

a

n1

B . . . a

nm

B

3

75 .

Following [9], to facilitate the analysis in multiple dimensions, it is helpful
to recast the tensor-product operators as multidimensional SBP operators. For
example, in two-dimensions, the operator in the ⇠ direction is defined by:

D̃
⇠

⌘ H̃�1Q̃
⇠

, H̃ ⌘ H
⇠

⌦ H
⌘

, Q̃
⇠

⌘ Q
⇠

⌦ H
⌘

,

Ẽ
⇠

⌘ Ẽ
�

⇠

+ Ẽ
↵

⇠

, Ẽ
↵

⇠

⌘ �R̃T

↵

⇠

H̃?
⇠

R̃
↵

⇠

, Ẽ
�

⇠

⌘ R̃T

�

⇠

H̃?
⇠

R̃
�

⇠

,

H̃?
⇠

⌘ H
⌘

, R̃
↵

⇠

⌘ t

T

↵

⇠

⌦ I
⌘

, R̃
�

⇠

⌘ t

T

�

⇠

⌦ I
⌘

.

To interpret the meaning of the preceding matrices, let p



and q



be the
restriction of the continuous functions P



2 L

2(⌦̂


) and Q


2 L

2(⌦̂


), re-
spectively, defined over the reference domain, onto the nodes of the reference
domain. Then, as an example, we can relate the continuous representation of
integration-by-parts to the various preceding matrices as follows

Z

ˆ

⌦



P


@Q


@⇠

d⌦̂

| {z }
+

Z

ˆ

⌦



@P


@⇠

Q


d⌦̂

| {z }
=

I

ˆ

�



P


Q


n

⇠

d�̂

| {z }

⇡ ⇡ ⇡

z }| {
p

T



H̃D̃
⇠

q



+
z }| {
p

T



(H̃D̃
⇠

)Tq


=
z }| {
p

T



Ẽ
⇠

q



where n

⇠

is the is the ⇠ component of the unit normal on �̂


. Finally, we have

R̃
↵

⇠

u



⇡ U


(⇠↵⇠

,⌘

↵

⇠) and R̃
�

⇠

u



⇡ U


(⇠�⇠

,⌘

�

⇠),

where, as an example, ⇠↵⇠ and ⌘↵⇠ are the coordinates of the nodes at the
surface �̂

↵

⇠



, which is perpendicular to ⇠.
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We recognize two classes of SBP operators: classical SBP operators and
generalized SBP operators [11]. Classical SBP operators are constructed with
a repeated interior stencil on a uniform nodal distribution that includes both
boundary nodes. Generalized SBP operators can be constructed on nonuniform
nodal distributions that do not include one or both boundary nodes. A classical
diagonal-norm SBP operator of degree p is associated with a degree ⌧ = 2p�1
quadrature rule, while a generalized diagonal-norm SBP operator of degree p

is associated with a degree ⌧ � 2p � 1 quadrature rule [11]. The order of a
quadrature is equal to ⌧ + 1. Note that classical SBP operators are a subset
of generalized SBP operators.

Table 1 lists the generalized SBP operators that are used throughout this
paper. The Legendre-Gauss-Lobatto (LGL) nodal distributions include the
boundary nodes (denoted by the solid black circles ), and therefore the in-
terpolation/extrapolation operators associated with this class of nodal distri-
butions are exact (i.e., r = 1). The degree p = N

⇠

� 1 Legendre-Gauss (LG)
quadrature nodes, which do not include boundary nodes, are found by solving
P

N

⇠

(⇠) = 0, where P

N

⇠

(⇠) is the N

⇠

th Legendre polynomial and is given by
[24]

P

N

⇠

(⇠) =
1

2N⇠

N

⇠X

k=0

✓
N

⇠

k

◆
2

(⇠ � 1)N⇠

�k

⇠

k 8⇠ 2 [0, 1].

Similarly, the degree p = N

⇠

� 1 LGL quadrature nodes, which do include
boundary nodes, are found by solving dP

N

⇠

�1

(⇠)/d⇠ = 0.
We can construct the operators in Table 1 by starting with their respective

nodal distributions and then solving the accuracy conditions prescribed by
Definition 1; however it is easier to assemble these specific operators directly
using [4,8]:

H
⇠

(i, i) =

Z
�

⇠

↵

⇠

`

i

(⇠)`
i

(⇠) d⇠ and Q
⇠

(i, j) =

Z
�

⇠

↵

⇠

`

i

(⇠)
d`

j

(⇠)

d⇠

d⇠,

for all (i, j) 2 [1, N
⇠

], where `
i

(⇠) denotes the i

th Lagrangian basis function,
given by

`

i

(⇠) ⌘
Y

1mN

⇠

m 6=i

✓
⇠ � ⇠

m

⇠

i

� ⇠

m

◆
.

As an example, taking [↵
⇠

,�

⇠

] = [0, 1], a degree-two element-type SBP oper-
ator constructed on the Legendre-Gauss quadrature nodes,

⇠ =
⇥� 1

10

p
15 + 1

2

,

1

2

,

1

10

p
15 + 1

2

⇤
T

,

is given by

D
⇠

= H�1

⇠

Q
⇠

=

2

4
�p

15 4

3

p
15 � 1

3

p
15

� 1

3

p
15 0 1

3

p
15

1

3

p
15 � 4

3

p
15

p
15

3

5
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Operator
family

Nodal
distribution

Operator
degree, p

Interpolation/
extrapolation degree, r

Quadrature
degree, ⌧

LGL 1 1 2p� 1 = 1

LGL 2 1 2p� 1 = 3

LGL 3 1 2p� 1 = 5

LGL 4 1 2p� 1 = 7

LG 1 1 2p+ 1 = 3

LG 2 2 2p+ 1 = 5

LG 3 3 2p+ 1 = 7

LG 4 4 2p+ 1 = 9

Table 1: Legendre-Gauss-Lobatto (LGL) and Legendre-Gauss (LG) general-
ized summation-by-parts (SBP) operators that satisfy Definition 1.

where the interpolation/extrapolation operators are constructed using La-
grangian basis functions [11] and are given by, for example,

t

↵

⇠

=
⇥
`

1

(↵
⇠

), `
2

(↵
⇠

), `
3

(↵
⇠

)
⇤
T

=
⇥
1

6

p
15 + 5

6

,� 2

3

,� 1

6

p
15 + 5

6

⇤
T

,

with t

�

⇠

defined in a similar manner. Details regarding a more general proce-
dure for the construction of the operators listed in Table 1 can be found in
[11].

3 The model problem

In this section we introduce the model problem that is used to exposit the
main theory and generate a portion of the numerical results. The majority of
the subsequent analysis in Section 4 is focused on the model problem, which
is a one-dimensional boundary-value problem. Although this is a very simple
problem, it provides a clear framework to present the main ideas, which are
then extended to a two-dimensional boundary-value problem and the two-
dimensional linear convection equation.

3.1 One-dimensional boundary-value problem

Consider the one-dimensional boundary-value problem

dU(x)
dx

= F(x) 8x 2 ⌦

x

= [↵
x

,�

x

]

U(x = ↵

x

) = U
L

,

(3)



Superconvergence in Curvilinear Coordinates 7

where F(x) 2 L

2(⌦
x

) and U
L

is a real constant. To derive the dual problem,
we recast (3) in variational form using the dual-weighted residual method as:
find U 2 W

trial

such that

R(U , ) ⌘
Z

⌦

x

 

✓
F(x)� dU(x)

dx

◆
d⌦

x

�  (U � U
L

)|
x=↵

x

= 0

for all  2 W

test

. Here, W

trial

and W

test

are suitable function spaces. We
introduce the residual-augmented linear functional

I(U) =
Z

⌦

x

G(x)U(x) d⌦
x

+  

R

(U(x))|
x=�

x

+R(U , )| {z }
=0

=

Z

⌦

x

 (x)F(x) d⌦
x

+ U
L

( (x))|
x=↵

x

+ R⇤( ,U)| {z }
dual residual

,

where we have used the dual residual, defined by

R⇤( ,U) ⌘
Z

⌦

x

U
✓
G(x) + d (x)

dx

◆
d⌦

x

� U( �  

R

)|
x=�

x

.

Here, G(x) 2 L

2(⌦
x

) and  
R

is a real constant. In general, the dual residual,
R⇤( ,U), is nonzero; however suppose we choose  such that R⇤( ,U) = 0.
In this case, the strong form of the dual problem is extracted from the dual
residual as

�d (x)

dx

= G(x) 8x 2 ⌦

x

= [↵
x

,�

x

]

 (x = �

x

) =  

R

.

(4)

Beginning in Section 4.2, we use the model problem developed herein to present
the main theory, which pertains to functional superconvergence.

4 Analysis

Solving PDEs on complex geometries normally requires the use of a curvilin-
ear coordinate transformation which relates points in the physical domain to
points in a reference space. For classical diagonal-norm SBP operators, the
impact that the geometric terms introduced by the coordinate transformation
have on the accuracy of diagonal-norm SBP quadrature was studied in [21].
It was found that classical diagonal-norm SBP quadrature retains its order
2p theoretical accuracy in curvilinear coordinates when the Jacobian of the
transformation is constructed using the SBP derivative operator associated
with the quadrature (i.e., the norm matrix, H

⇠

). For tensor-product domains,
besides retaining quadrature accuracy for classical SBP operators, the moti-
vation for constructing the metric Jacobian using the SBP derivative operator
associated with the norm arises from studies by, for example, [35], that imply
that the derivative operators used to approximate the fluxes should also be
used to compute the metrics to satisfy the metric invariants.
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4.1 Quadrature accuracy of summation-by-parts operators

To see the e↵ect of curvilinear transformations on the quadrature accuracy of
generalized SBP schemes that do not include one or both boundary nodes, we
begin in a single dimension, similar to [21]. Consider mapping an integral from
an element in physical space to the corresponding element in reference space.
For U



2 L

2((⌦
x

)


), the change of variable theorem gives
Z

(⌦

x

)



U


d⌦

x

=

Z

(

ˆ

⌦

⇠

)



U


J


d⌦̂

⇠

. (5)

Using SBP operators, we can compute

J


= diag(D
⇠

x



) ⇡ diag([J


(⇠
1

),J


(⇠
2

), . . . ,J


(⇠
N

⇠

)]T) (6)

and approximate the right-hand side of (5) as

u

T



H
⇠

J


1 = u

T



Q
⇠

x



⇡
Z

(

ˆ

⌦

⇠

)



U


J


d⌦̂

⇠

. (7)

Note that, throughout this work, H
⇠

J


= J


H
⇠

, since both H
⇠

and J


are
diagonal matrices. The appearance of Q

⇠

in (7) motivates an investigation of
the accuracy of Q

⇠

.
For classical SBP operators, [21] introduces and proves the following the-

orem to show that (7) is a 2p-order accurate approximation to the right-hand
side of (5), where we use the notation of the present work to reproduce the
theorem.

Theorem 1 Let D
⇠

= H�1

⇠

Q
⇠

be an SBP operator of degree p approximating
the first derivative. Then

(z


,D
⇠

u



)H
⇠

= z

T



Q
⇠

u



is a 2p-order accurate approximation to the integral
Z

(

ˆ

⌦

⇠

)



Z


dU


d⇠

d⌦̂

⇠

,

where Z


dU


d⇠

2 C

2p�1((⌦̂
⇠

)


).

Proof See [21] for the proof. ⇤

Remark 1 The first derivative SBP operator in Theorem 1 is a classical SBP
operator constructed on a uniform domain that includes both boundary nodes.

For generalized SBP operators, we can prove an analogous theorem, which
is essentially the same as Theorem 3.4 in [18], where the proof is similar to
that given in [21] for Theorem 1 above. The theorem and proof follow.
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Theorem 2 Let D
⇠

= H�1

⇠

Q
⇠

be a generalized SBP operator of degree p ap-
proximating the first derivative operator, as in Definition 1. Then

(z


,D
⇠

u



)H
⇠

= z

T



Q
⇠

u



=

Z

(

ˆ

⌦

⇠

)



Z


dU


d⇠

d⌦̂

⇠

, i, j  r, i+ j  2p,

where Z


dU


d⇠

2 C

2p�1((⌦̂
⇠

)


), z


= ⇠i, and u



= ⇠j.

Proof Let u0


and z

0


be the exact derivatives of U


and Z


evaluated at the
element nodes, respectively. Due to the accuracy of H

⇠

, the result will follow
if we can show that

(z


,u

0


)H
⇠

= (z,D
⇠

u



)H
⇠

, i, j  r, i+ j  2p. (8)

First take j  p, this gives

D
⇠

u



= j⇠

j�1 = u

0


, (9)

which means (z


,u

0


)H
⇠

= (z


,D
⇠

u



)H
⇠

for j  p. Next, we consider j � p,

which means that i  p and D
⇠

z



= i⇠

i�1 = z

0


. Using D
⇠

z



= z

0


along with
the SBP property, Q

⇠

+ QT

⇠

= E
⇠

, gives

(z


,D
⇠

u



)H
⇠

= z

T



H
⇠

D
⇠

u



= z

T



(E
⇠

� QT

⇠

)u


= z

T



E
⇠

u



� z

T



QT

⇠

u



= z

T



E
⇠

u



� (u


,D
⇠

z



)H
⇠

= z

T



E
⇠

u



� (u


, z

0


)H
⇠

= z

T



E
⇠

u



�
Z

(

ˆ

⌦

⇠

)



U


dZ


d⇠

d⌦̂

⇠

,

or, taking i, j  r and using the accuracy condition on E
⇠

gives,

(z


,D
⇠

u



)H
⇠

= z

T



E
⇠

u



�
Z

(

ˆ

⌦

⇠

)



U


dZ


d⇠

d⌦̂

⇠

=

Z

(

ˆ

⌦

⇠

)



d(U


Z


)

d⇠

d⌦̂

⇠

�
Z

(

ˆ

⌦

⇠

)



U


dZ


d⇠

d⌦̂

⇠

=

Z

(

ˆ

⌦

⇠

)



Z


dU


d⇠

d⌦̂

⇠

.

Therefore, (z


,u

0


)H
⇠

= (z


,D
⇠

u)H
⇠

for j � p and i, j  r, with i + j  2p.
We have thus shown the desired result. ⇤

From Theorems 1 and 2, we can see that, for generalized SBP operators,
z

T



Q
⇠

u



is at least a 2p-order approximation of
R
(

ˆ

⌦

⇠

)



Z


dU


d⇠

d⌦̂

⇠

if and only

if r � 2p. This is a more stringent condition compared to Definition 1 where
the accuracy requirement on r is r � p. The implication of Theorem 2 is
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that quadrature accuracy in curvilinear coordinates is decreased for general-
ized SBP operators if: (1) r < 2p, (2) the Jacobian of the transformation is
approximated by the same SBP operator that is associated with the norm, and
(3) an element uses a higher degree representation of the geometry compared
to the degree of the SBP operator associated with that element.

4.2 Functional superconvergence

The practical implication of this theoretical decrease in quadrature accuracy
under the preceding conditions is the loss of superconvergent functionals in
curvilinear coordinates under the above conditions. To appreciate this, we take
a small detour and examine functional superconvergence for tensor-product
generalized SBP operators in curvilinear coordinates in a one-dimensional set-
ting that extends to multiple dimensions through tensor products. We build
upon [20], which explains functional superconvergence for tensor-product clas-
sical SBP discretizations, and [2,3], which extend the theory of superconver-
gent linear functionals to generalized SBP time-marching methods.

Our initial aim is to discretize the model problem introduced in Section 3.
To proceed with our discretization, we tessellate the full domain into elements
and map each element to the reference domain, as described in Section 2. On
the th element, (3) becomes

J�1



dU


(⇠)

d⇠

= F


(⇠) 8⇠ 2 (⌦̂
⇠

)


= [↵
⇠

,�

⇠

]

U


(⇠ = ↵

⇠

) = (U
L

)


.

(10)

The associated discretization on the th element is given by

J�1



D
⇠

(u
h

)


= f



�
upwind SATz }| {

J�1



H�1

⇠

t

↵

⇠

(tT
↵

⇠

(u
h

)


� (U
L

)


), (11)

where f


= [F


(⇠
1

),F


(⇠
2

), . . . ,F


(⇠
N

⇠

)]T, (U
L

)
1

= U
L

, and (U
L

)


= t

T

�

⇠

(u
h

)
�1

for  = 2, 3, . . . ,K. We note that although (11) represents the SBP discretiza-
tion of a simple problem, several examples of SBP discretizations of more
general problems exist in the literature, for example, [19,30]. Also, through
the mapping, our continuous and discrete functionals become

I(U) =
KX

=1

 Z

(

ˆ

⌦

⇠

)



G


U


J


d⌦̂

⇠

!
+  

R

(U
K

)|
⇠=�

⇠

(12)

and

I
h

(u
h

) =
KX

=1

�
g

T



H
⇠

J


(u
h

)


�
+  

R

t

T

�

⇠

(u
h

)
K

, (13)

respectively, where, analogous to f


, g


= [G


(⇠
1

),G


(⇠
2

), . . . ,G


(⇠
N

⇠

)]T. Note
that the volume contribution to our functional is defined over the entire phys-
ical domain, which is why, after the mapping procedure, we sum over all K
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elements. However, the boundary contribution to (13) only comes from element
K.

Following [17], we introduce the following assumption.

Assumption 1 The discretization (11) has a unique numerical solution, u
h

,
that exists and whose error may be represented by ku� u

h

k
L

1 = O(hp+1) as
h ! 0.

Note that it may be possible to avoid Assumption 1 if we could show that
the time-dependent problem associated with (11) is stable [29,31]. However,
this would involve a skew-symmetric formulation of the model problem and
here we focus on the divergence form as this form is routinely used to solve
practical aerodynamics problems.

We are ultimately interested in how well I
h

(u
h

) approximates I(U). To
answer this question we introduce the following assumption and lemmas.

Assumption 2 On each element in the physical domain ⌦


⇢ ⌦,  = 1, . . .K,
the mapping T



: ⌦


! ⌦̂



represents a bijective polynomial mapping of at
most degree p.

Remark 2 We can relax Assumption 2 to include higher degree polynomial
mappings and nonpolynomial mappings and the subsequent theory will still
hold if the degree of the associated interpolation/extrapolation operators is
greater than or equal to 2p. In general, for the regularity of the mapping,
we require only C

0 continuity at element interfaces, as a result of the use of
SATs. Alternatively, within each element, the mapping should have at least
C

p continuity, where p is the degree of the SBP operator being used. This is
because SBP operators are related to Taylor series expansions, truncated after
a certain number of terms, where the number of terms kept is related to the
degree of the operator under consideration. Therefore, all the derivatives in
the expansion must exist up to the point where the Taylor series is truncated.

Remark 3 In practice, bijective polynomial mappings local to each element
can be constructed using B-splines. See, for example, [9].

Lemma 1 For element K, using Assumption 2, the term t

T

�

⇠

(u
h

)
K

is a degree

⌧ and order ⌧ + 1 approximation of (U
K

)|
⇠=�

⇠

, where U


2 C

⌧+1((⌦̂
⇠

)
K

).

Proof We have

(U
K

)|
⇠=�

⇠

� t

T

�

⇠

(u
h

)
K

=

Z

(

ˆ

⌦

⇠

)

K

dU
K

d⇠

d⌦̂

⇠

+ (U
K

)|
⇠=↵

⇠

� t

T

�

⇠

(u
h

)
K

=

Z

(

ˆ

⌦

⇠

)

K

J
K

F
K

d⌦̂

⇠

+ (U
L

)
K

� t

T

�

⇠

(u
h

)
K

= 1

TH
⇠

J
K

f

K

+ 1

T

t

↵

⇠

(U
L

)
K

� t

T

�

⇠

(u
h

)
K

+O(h⌧+1),

since 1

T

t

↵

⇠

= 1 and, using Assumption 2 and the accuracy of H
⇠

,

1

TH
⇠

J
K

f

K

=

Z

(

ˆ

⌦

⇠

)

K

J
K

F
K

d⌦̂

⇠

+O(h⌧+1).
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Also, from the definition of the discretization of the PDE we have

H
⇠

J
K

f

K

+ t

↵

⇠

(U
L

)
K

= (Q
⇠

+ t

↵

⇠

t

T

↵

⇠

)(u
h

)
K

and using the summation-by-parts (SBP) property gives

H
⇠

J
K

f

K

+ t

↵

⇠

(U
L

)
K

= (�QT

⇠

+ t

�

⇠

t

T

�

⇠

)(u
h

)
K

.

Therefore,

(U
K

)|
⇠=�

⇠

� t

T

�

⇠

(u
h

)
K

= 1

T(H
⇠

J
K

f

K

+ t

↵

⇠

(U
L

)
K

)� t

T

�

⇠

(u
h

)
K

+O(h⌧+1)

= 1

T(Q
⇠

+ t

↵

⇠

t

T

↵

⇠

)(u
h

)
K

� t

T

�

⇠

(u
h

)
K

+O(h⌧+1)

= 1

T(�QT

⇠

+ t

�

⇠

t

T

�

⇠

)(u
h

)
K

� t

T

�

⇠

(u
h

)
K

+O(h⌧+1),

or, since 1

T

t

�

⇠

= 1 and Q
⇠

1 = 0 by construction,

(U
K

)|
⇠=�

⇠

� t

T

�

⇠

(u
h

)
K

= O(h⌧+1).

This concludes the proof. ⇤

Remark 4 Lemma 1 is a variant of Theorem 3.4 in [3] extended to curvilinear
coordinates.

Lemma 2 For each element  = 1, 2, . . . ,K, using Assumption 2, the term
t

T

�

⇠

(u
h

)


is a degree ⌧ and order ⌧ + 1 approximation of (U
k

)|
⇠=�

⇠

, where

U


2 C

⌧+1((⌦̂
⇠

)


).

Proof This follows immediately by considering the proof of Lemma 1 for
the th element. ⇤

Remark 5 Lemma 2 is consistent with [3], which, in the context of generalized
SBP time-marching schemes, shows that the interpolation/extrapolation of
the solution to the end of each time step is superconvergent.

Remark 6 The superconvergence described by Lemma 2 is consistent with the
outflow superconvergence described by and exploited in, e.g., [26].

Lemma 3 Suppose we have  


⇢  and U


⇢ U such that  


dU


d⇠

2 C

min (2p,⌧),
where  and U are the dual and primal solutions, respectively, associated with
the PDE and functional defined by (3) and (4), respectively. Then

 

T



H
⇠

(D
⇠

u



+ H�1

⇠

t

↵

⇠

(tT
↵

⇠

u



� (U
L

)


))� ( 
R

)


t

T

�

⇠

u



+ ( 
R

)


(U
R

)


is a degree min(2p, ⌧) and order min(2p+ 1, ⌧ + 1) approximation of
Z

(

ˆ

⌦

⇠

)



 



dU


d⇠

d⌦̂

⇠

,
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i.e.,

 

T



H
⇠

(D
⇠

u



+ H�1

⇠

t

↵

⇠

(tT
↵

⇠

u



� (U
L

)


))� ( 
R

)


t

T

�

⇠

u



+ ( 
R

)


(U
R

)


=
Z

(

ˆ

⌦

⇠

)



 



dU


d⇠

d⌦̂

⇠

+O(hmin(2p+1,⌧+1)).

Proof We approach this proof in the same manner as the proof of Theorem
2. From the accuracy of H

⇠

we have
Z

(

ˆ

⌦

⇠

)



 



dU


d⇠

⌦̂

⇠

= ( 


,u

0


)H
⇠

+O(h⌧+1).

Here, u0


is dU


d⇠

at the nodes. Based on the accuracy of H
⇠

, we would like to
show

( 


,u

0


)H
⇠

=  T



H
⇠

(D
⇠

u



+ H�1

⇠

t

↵

⇠

(tT
↵

⇠

u



� (U
L

)


))

� ( 
R

)


t

T

�

⇠

u



+ ( 
R

)


(U
R

)


+O(hmin(2p+1,⌧+1)).

Using a similar argument as in [21], it is su�cient to show that the preceding
equation is exact for polynomial integrands of degree less than 2p+1. To this
end, we consider  



= p

k

and u



= p

m

as degree k and m polynomials,
respectively, where k + m  2p + 1 defines the highest permissible degree of
the combined integrand. We begin by taking m  p, which gives

 

T



H
⇠

(D
⇠

u



+ H�1

⇠

t

↵

⇠

(tT
↵

⇠

u



� (U
L

)


))� ( 
R

)


t

T

�

⇠

u



+ ( 
R

)


(U
R

)


=  T



H
⇠

u

0


= ( 


,u

0


)H
⇠

.

Next, we reverse the situation and take m > p, which means we must have
k < p+ 1 due to the condition that k +m  2p+ 1. For this case we have

 

T



H
⇠

(D
⇠

u



+ H�1

⇠

t

↵

⇠

(tT
↵

⇠

u



� (U
L

)


))� ( 
R

)


t

T

�

⇠

u



+ ( 
R

)


(U
R

)


=  T



(E
⇠

� QT

⇠

)u


+ T



t

↵

⇠

(tT
↵

⇠

u



� (U
L

)


)� ( 
R

)


t

T

�

⇠

u



+ ( 
R

)


(U
R

)


=  T



(t
�

⇠

t

T

�

⇠

� QT

⇠

)u


� T



t

↵

⇠

(U
L

)


� ( 
R

)


t

T

�

⇠

u



+ ( 
R

)


(U
R

)


=⇠⇠⇠⇠⇠⇠
( 

R

)


t

T

�

⇠

u



� T



QT

⇠

u



� ( 
L

)


(U
L

)


�⇠⇠⇠⇠⇠⇠
( 

R

)


t

T

�

⇠

u



+ ( 
R

)


(U
R

)


= �(D
⇠

 



)TH
⇠

u



+ ( 
R

)


(U
R

)


� ( 
L

)


(U
L

)


= �( 0


)TH
⇠

u



+ ( 


U


)|⇠=�⇠

⇠=↵

⇠

= �
Z

(

ˆ

⌦

⇠

)



d 



d⇠

U


d⌦̂

⇠

+ ( 


U


)|⇠=�⇠

⇠=↵

⇠

+O(h⌧+1)

=

Z

(

ˆ

⌦

⇠

)



 



dU


d⇠

dx+O(h⌧+1).

Since k +m  2p + 1, we see that  T



H
⇠

(D
⇠

u



+ H�1

⇠

t

↵

⇠

(tT
↵

⇠

u



� (U
L

)


)) �
( 

R

)


t

T

�

⇠

u



+ ( 
R

)


(U
R

)


is an order min(2p + 1, ⌧ + 1) approximation of
R
(

ˆ

⌦

⇠

)



 



dU


d⇠

d⌦̂

⇠

, which concludes the proof. ⇤
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Remark 7 Lemma 3 is similar to Lemma 12 in [2], however here we consider
general inhomogeneous ( 

R

)


rather than homogeneous ( 
R

)


= 0.

We now return to our initial question regarding the accuracy of I
h

(u
h

)
relative to I(U) and state the following theorem as an answer.

Theorem 3 Let (u
h

)


⇢ u

h

be the discrete solution that satisfies (11) for
 = 1, 2, . . . ,K. Furthermore, assume that G



2 C

min(2p+1,⌧+1)((⌦̂
⇠

)


) and

U


2 C

min(2p+1,⌧+1)((⌦̂
⇠

)


). Then, using Assumption 2, I
h

(u
h

), defined by
(13),

I
h

(u
h

) =
KX

=1

�
g

T



H
⇠

J


(u
h

)


�
+  

R

t

T

�

⇠

(u
h

)
K

,

is a degree min(2p, ⌧) and order min(2p + 1, ⌧ + 1) approximation of I(U),
defined by (12),

I(U) =
KX

=1

 Z

(

ˆ

⌦

⇠

)



G


U


J


d⌦̂

⇠

!
+  

R

(U
K

)|
⇠=�

⇠

.

Proof Subtracting (13) from (12) gives

I(U)� I
h

(u
h

)

=
KX

=1

 Z

(

ˆ

⌦

⇠

)



G


U


J


d⌦̂

⇠

� g

T



H
⇠

J


(u
h

)


!
+  

R

⇣
(U

K

)|
⇠=�

⇠

� t

T

�

⇠

(u
h

)
K

⌘
.

(14)

Next, consider the contribution to the functional from the boundary portion.
This portion is only a↵ected by element K.

 

R

(U
K

)|
⇠=�

⇠

�  

R

t

T

�

⇠

(u
h

)
K

=  

R

((U
K

)|
⇠=�

⇠

� t

T

�

⇠

(u
h

)
K

)

= O(h⌧+1). (using Lemma 1)

Therefore,

 

R

⇣
(U

K

)|
⇠=�

⇠

� t

T

�

⇠

(u
h

)
K

⌘
= O(h⌧+1). (15)

Next, consider the volume contribution to the functional from the th element.
Z

(

ˆ

⌦

⇠

)



G


U


J


d⌦̂

⇠

� g

T



H
⇠

J


(u
h

)


= g

T



H
⇠

J


u



� g

T



H
⇠

J


(u
h

)


+O(h⌧+1)

= g

T



H
⇠

J


(u


� (u
h

)


) +O(h⌧+1)

Next, we must determine the order of the term g

T



H
⇠

J


(u


� (u
h

)


). To do
this, we first note that the discretization of the dual problem associated with
the primal PDE is

�J�1



D
⇠

( 
h

)


= g



� J�1



H�1

⇠

t

�

⇠

(tT
�

⇠

( 
h

)


� ( 
R

)


). (16)

Note that we can restate Assumption 1 for the dual problem.
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Assumption 3 The discretization (16) has a unique numerical solution,  
h

,
that exists and whose error may be represented by k � 

h

k
L

1 = O(hp+1) as
h ! 0.

Based on our PDEs, we can define the truncation error associated with the
primal and dual problems, respectively, as

eU


= J�1



D
⇠

u



� f



+ J�1



H�1

⇠

t

↵

⇠

(tT
↵

⇠

u



� (U
L

)


)

e

 



= �J�1



D
⇠

 



� g



+ J�1



H�1

⇠

t

�

⇠

(tT
�

⇠

 



� ( 
R

)


).

Multiplying eU


by H
⇠

J


and rearranging gives

H
⇠

J


eU


� (Q
⇠

+ t

↵

⇠

t

T

↵

⇠

)u


+ (H
⇠

J


f



+ t

↵

⇠

(U
L

)


) = 0

H
⇠

J


eU


� A
⇠

(u


� (u
h

)


) = 0,

where we have introduced A
⇠

⌘ Q
⇠

+ t

↵

⇠

t

T

↵

⇠

(note that from the definition of
the discretization of the primal problem we can write A

⇠

(u
h

)


= H
⇠

J


f



+
t

↵

⇠

(U
L

)


). Adding ( 
h

)T


0 = 0 = ( 
h

)T


H
⇠

J


eU


� ( 
h

)T


A
⇠

(u


� (u
h

)


) to
the discrete integral equation, gT



H
⇠

J


(u


� (u
h

)


), gives

g

T



H
⇠

J


(u


� (u
h

)


)

= g

T



H
⇠

J


(u


� (u
h

)


) + ( 
h

)T


H
⇠

J


eU


� ( 
h

)T


A
⇠

(u


� (u
h

)


)

= g

T



H
⇠

J


(u


� (u
h

)


)� ( 
h

)T


A
⇠

J�1



H�1

⇠

H
⇠

J


(u


� (u
h

)


) + ( 
h

)T


H
⇠

J


eU


= (gT



� ( 
h

)T


A
⇠

J�1



H�1

⇠

)H
⇠

J


(u


� (u
h

)


) + ( 
h

)T


H
⇠

J


eU


= (g


� J�1



H�1

⇠

AT

⇠

( 
h

)


)TH
⇠

J


(u


� (u
h

)


) + ( 
h

)T


H
⇠

J


eU


= (g


� J�1



H�1

⇠

(�Q
⇠

+ t

�

⇠

t

T

�

⇠

)( 
h

)


)TH
⇠

J


(u


� (u
h

)


) + ( 
h

)T


H
⇠

J


eU


= (J�1



D
⇠

( 
h

)


+ g



� J�1



H�1

⇠

t

�

⇠

t

T

�

⇠

( 
h

)


)TH
⇠

J


(u


� (u
h

)


) + ( 
h

)T


H
⇠

J


eU


,

or, adding and subtracting ( 
R

)


(J�1



H�1

⇠

t

�

⇠

)TH
⇠

J


(u


� (u
h

)


) gives

g

T



H
⇠

J


(u


� (u
h

)


)

= (J�1



D
⇠

( 
h

)


+ g



� J�1



H�1

⇠

t

�

⇠

(tT
�

⇠

( 
h

)


� ( 
R

)


))TH
⇠

J


(u


� (u
h

)


)

�  

R

(J�1



H�1

⇠

t

�

⇠

)TH
⇠

J


(u


� (u
h

)


) + ( 
h

)T


H
⇠

J


eU


= �( 
R

)


(J�1



H�1

⇠

t

�

⇠

)TH
⇠

J


(u


� (u
h

)


) + ( 
h

)T


H
⇠

J


eU


where the first term in the penultimate step is zero due to the definition of
the discretization of the dual problem. Continuing by adding and subtracting
 

T



H
⇠

J


eU


, we have

g

T



H
⇠

J


(u


� (u
h

)


)

= �( 
R

)


(J�1



H�1

⇠

t

�

⇠

)TH
⇠

J


(u


� (u
h

)


) + ( 
h

)T


H
⇠

J


eU


+ T



H
⇠

J


eU


� T



H
⇠

J


eU


= (( 
h

)


� 


)TH
⇠

J


eU


+ TH
⇠

J


eU


� ( 
R

)


t

T

�

⇠

(u


� (u
h

)


).
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However, note that AT

⇠

( 


� ( 
h

)


) = H
⇠

J


e

 



, which means

g

T



H
⇠

J


(u


� (u
h

)


)

= �(A�T

⇠

H
⇠

J


e

 



)TH
⇠

J


eU


+ T



H
⇠

J


eU


� ( 
R

)


t

T

�

⇠

(u


� (u
h

)


).

Furthermore, making the assumption that
���A�T

⇠

H
⇠

���
1

 C, where C is a

constant, gives

g

T



H
⇠

J


(u


� (u
h

)


) =  T



H
⇠

J


eU


� ( 
R

)


t

T

�

⇠

(u


� (u
h

)


) +O(h⌧+1).

Note that the justification for assuming
���A�T

⇠

H
⇠

���
1

 C is thoroughly dis-

cussed in [20]. Continuing with our analysis, we can substitute the expression
for eU



into the above and write,

g

T



H
⇠

J


(u


� (u
h

)


) =  T



H
⇠

J


eU


� ( 
R

)


t

T

�

⇠

(u


� (u
h

)


) +O(h⌧+1)

=  T



H
⇠

J


(J�1



D
⇠

u



+ J�1



H�1

⇠

t

↵

⇠

(tT
↵

⇠

u



� (U
L

)


))

� ( 
R

)


t

T

�

⇠

(u


� (u
h

)


)� T



H
⇠

J


f



+O(h⌧+1)

=  T



H
⇠

J


(J�1



D
⇠

u



+ J�1



H�1

⇠

t

↵

⇠

(tT
↵

⇠

u



� (U
L

)


))

� ( 
R

)


t

T

�

⇠

(u


� (u
h

)


)�
Z

(

ˆ

⌦

⇠

)



 



dU


d⇠

d⌦̂

⇠

+O(h⌧+1).

Furthermore, using Lemma 2, we can substitute t

T

�

⇠

(u
h

)


= (U
R

)


+O(h⌧+1)
into the preceding expression and write, using Lemma 3,

g

T



H
⇠

J


(u


� (u
h

)


) =  T



H
⇠

(D
⇠

u



+ H�1

⇠

t

↵

⇠

(tT
↵

⇠

u



� (U
L

)


))� ( 
R

)


t

T

�

⇠

u



+ ( 
R

)


(U
R

)


�
Z

(

ˆ

⌦

⇠

)



 



dU


d⇠

d⌦̂

⇠

+O(h⌧+1).

= O(hmin(2p+1,⌧+1)) +O(h⌧+1)

= O(hmin(2p+1,⌧+1))

We have shown that, for the th element,
Z

(

ˆ

⌦

⇠

)



G


U


J


d⌦̂

⇠

� g

T



H
⇠

J


(u
h

)


= O(hmin(2p+1,⌧+1)). (17)

Substituting (15) and (17) into (14) gives

I(U)� I
h

(u
h

) =
KX

=1

⇣
O(hmin(2p+1,⌧+1))

⌘
+O(h⌧+1)

= O(hmin(2p+1,⌧+1)).

Therefore, we have shown,

I(U)� I
h

(U) = O(hmin(2p+1,⌧+1)),
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which concludes the proof. ⇤

To summarize, thus far we have seen that, under Assumption 2, we can
obtain superconvergent linear functionals for generalized SBP operators in
curvilinear coordinates. In practice, if Assumption 2 is violated, this means
that interpolation/extrapolation operators of degree r � 2p are required to
preserve quadrature accuracy and functional superconvergence in curvilinear
coordinates when: (1) the Jacobian of the transformation is approximated
using the same SBP operator that is associated with the norm, and (2) a
higher degree representation of the geometry is used compared to the degree
of the corresponding SBP operator.

4.3 Interface simultaneous-approximation-terms

Until now, our analysis has been focused on a specific element, i.e., the th ele-
ment (or element K). Here, we show that the interface SATs between elements
do not a↵ect functional superconvergence. We follow a procedure similar to
[20]. Consider partitioning ⌦ into two elements. The discretizations for the
first and second elements are given as

J�1

1

D
⇠

(u
h

)
1

= f

1

� J�1

1

H�1

⇠

t

↵

⇠

(tT
↵

⇠

(u
h

)
1

� U
L

) + �

1

t

�

⇠

(tT
�

⇠

(u
h

)
1

� t

T

↵

⇠

(u
h

)
2

)

and
J�1

2

D
⇠

(u
h

)
2

= f

2

+ �

2

t

↵

⇠

(tT
↵

⇠

(u
h

)
2

� t

T

�

⇠

(u
h

)
1

),

respectively, where �
1

and �
2

are scalars. To determine permissible values for
�

1

and �
2

, we expand (13) for our two-element example and add the discrete
residual for each element. This gives

I
h

(u
h

) = g

T

1

H
⇠

J
1

(u
h

)
1

+ g

T

2

H
⇠

J
2

(u
h

)
2

+  

R

t

T

�

⇠

(u
h

)
2

+ R
h

((u
h

)
1

, ( 
h

)
1

) + R
h

((u
h

)
2

, ( 
h

)
2

),

or, after some algebra,

I
h

(u
h

) = ( 
h

)T
1

H
⇠

J
1

f

1

+ ( 
h

)T
2

H
⇠

J
2

f

2

+ ( 
h

)T
1

t

↵

⇠

U
L

+ R⇤
h

(( 
h

)
1

, (u
h

)
1

) + R⇤
h

(( 
h

)
2

, (u
h

)
2

),

where

R⇤
h

(( 
h

)
1

, (u
h

)
1

) = (u
h

)T
1

H
⇠

J
1

⇣
g

1

+ J�1

1

D
⇠

( 
h

)
1

� J�1

1

H�1

⇠

t

�

⇠

((1� �

1

)tT
�

⇠

( 
h

)
1

� (��
2

)tT
↵

⇠

( 
h

)
2

)
⌘

and

R⇤
h

(( 
h

)
2

, (u
h

)
2

) = (u
h

)T
2

H
⇠

J
2

⇣
g

2

+ J�1

2

D
⇠

( 
h

)
2

� J�1

2

H�1

⇠

t
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⇠

(�(�
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⇠
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h
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1

)tT
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⇠
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h
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1
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⇠
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⇠

(tT
�

⇠

( 
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R

)
⌘
.
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Examining the dual residuals R⇤
h

(( 
h

)
1

, (u
h

)
1

) and R⇤
h

(( 
h

)
2

, (u
h

)
2

), we see
that, for dual consistency, we must have �

1

= �

2

+ 1, which can also lead
to stability and conservation. This is the same conclusion reached in [20];
however here we have performed this analysis for generalized SBP operators
in curvilinear coordinates. This analysis confirms that our choice of interface
penalties does not a↵ect functional superconvergence. For K > 2, this analysis
generalizes through the condition �



= �

+1

+ 1. It is common to select

�



=
1

2
(1� �)

�

+1

= �1

2
(1 + �),

where � = 0 gives symmetric interface SATs and � = 1 returns upwind inter-
face SATs. Throughout this work, we exclusively use upwind interface SATs,
as symmetric interface SATs can sometimes lead to suboptimal convergence
of the numerical solution [14], although both alternatives can enable dual con-
sistent schemes.

4.4 Discretization in multiple dimensions

Here we sketch the extension to a two-dimensional discretization. Consider the
two-dimensional boundary-value problem on the square ⌦ ⌘ [↵

x

,�

x

]⇥ [↵
y

,�

y

]

r · (aU) = F 8(x, y) 2 ⌦

U = U� 8(x, y) 2 �

�
,

(18)

where r = [@/@x, @/@y]T, a = [a
x

, a

y

]T (with a

x

2 R
>0

and a

y

2 R
>0

),
F 2 L

2(⌦), and �� ⌘ {(x, y) 2 � | a · n  0} denotes the inflow boundary.
We consider the linear functional

I(U) =
I

�

+

 

+

n · (aU) d�,

which is defined over the outflow boundary of ⌦, �+ ⌘ � \��, where  + 2 R
and n = [n

x

, n

y

]T. Note that in this case, �� = �

↵

⇠[�↵⌘ and �+ = �

�

⇠[� �⌘ .
Transforming (18) to the reference element gives, on the th element,

r̃ · (ãU) = J


F


, (19)

where r̃ = [@/@⇠, @/@⌘]T and ã = [�
⇠

,�

⌘

]T. Here,

�
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

✓
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
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
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
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
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

◆
= �a
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

@⇠
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,
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where

J


⌘ @x



@⇠

@y



@⌘

� @y



@⇠

@x



@⌘

.

We can also write our functional in terms of the reference element as

I(U) =
X

�⇢�+

✓I

�̂

 

+

ñ · (ãU


) d�̂

◆
, (20)

where ñ = [n
⇠

, n

⌘

]T, � ⇢ �



denotes a facet that coincides with �

+, and

�̂ ⇢ �̂



is the corresponding facet in reference space.
On the th element, the discretization of (19), using upwind SATs, is given

by
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(21)

where
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Furthermore, the Jacobian of the transformation is constructed as
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where this specific form has been used to satisfy the metric invariants [35].
When the th element borders either the South and/or West boundaries of ⌦,
then
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respectively. Alternatively, when the th element does not border either the
South and/or West boundaries of ⌦, then
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respectively, where the subscripts South and West denote quantities computed
with information from the South andWest elements relative to the th element,
respectively.

We can approximate our continuous functional as

I
h
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) =
X

�⇢�+
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, (22)
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where, in this case, either Ẽ
�̂

= Ẽ
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(⇤
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)


or Ẽ
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= Ẽ
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

, depending on the
specific facet we are on. As in the one-dimensional case, we are interested in
how well I

h

(u
h

) approximates I(U). To this end, we introduce the following
lemmas.

Lemma 4 For each element  = 1, 2, . . . ,K, using Assumption 2, the term
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

) d�̂ � 1

T(Ẽ
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ñ · (ãU
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using Assumption 2 and the accuracy of the various norm matrices. Also, from
the definition of the discretization of the PDE we have
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and using the SBP property gives

H̃J


f



+ R̃T

↵

⇠

H̃?
⇠

(�
⇠

U
West

)


+ H̃�1R̃T

↵

⌘

H̃?
⌘

(�
⌘

U
South

)


= (�Q̃T

⇠

(⇤
⇠

)


� Q̃T

⌘

(⇤
⌘

)


+ R̃T

�

⇠

H̃?
⇠

R̃
�

⇠

(⇤
⇠

)


+ R̃T

�

⌘

H̃?
⌘

R̃
�

⌘

(⇤
⌘

)


)(u
h

)


.



Superconvergence in Curvilinear Coordinates 21

Therefore,
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

) d�̂ � 1

TẼ
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�

⇠

(⇤
⇠

)


+ Ẽ
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This concludes the proof. ⇤

Lemma 5 For each element  = 1, 2, . . . ,K, using Assumption 2, the rela-
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

) d�̂ +O(h⌧+1)

1

TẼ
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

) d�̂ )

| {z }
Term #1

+ (1TẼ
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

) d�̂ )

| {z }
Term #2

= O(h⌧+1).

However, note that Term #1 is an error term that is only a function of ⇠, while
Term #2 is an error term that is only a function of ⌘. We thus conclude that
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TẼ
�

⌘

(⇤
⌘

)


(u
h

)


=

Z

ˆ

�

�

⌘


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as desired. ⇤

Combining the preceding lemmas gives the following result.



22 David A. Craig Penner, David W. Zingg

Theorem 4 Let (u
h

)


⇢ u

h
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

) d�̂ �  

+

1

TẼ
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

) d�̂ �  

+

1

TẼ
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as desired. ⇤
Therefore, we see that the one-dimensional analysis can be extended to mul-
tiple dimensions.
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4.5 Time-dependent discretization

Here we briefly describe the extension to a time-dependent discretization. Con-
sider the two-dimensional linear convection equation with periodic boundary
conditions

@U
@t

+r · (aU) = 0 8(x, y) 2 ⌦ = [↵
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,�
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]⇥ [↵
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, y, t)

U(x, y = ↵

y
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y

, t).

(23)

Transforming this to the reference element gives, on the th element,

J
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+ r̃ · (ãU) = 0. (24)

The discretization of (24), using upwind SATs, is given by
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We note that this two-dimensional problem is a time-dependent problem; how-
ever the theory developed thus far extends to time-dependent problems in a
straightforward manner. Specifically, time-dependent functionals can be shown
to superconverge if the corresponding steady problem, obtained by setting
dU/dt = 0, is dual consistent [1]. Therefore, although the theory in this pa-
per has focused on steady problems, the results are immediately applicable to
time-dependent problems as well.

5 Main results

Here we verify the theory in the preceding section using one- and two-dimensional
numerical examples.

5.1 Two-dimensional quadrature

We can confirm the quadrature accuracy of di↵erent generalized SBP opera-
tors numerically by examining a two-dimensional quadrature on a curvilinear
domain. We take the test problem from Section 4.2 of [21] and restate it here
for completeness. Consider the domain

⌦ = {(x, y) 2 R2 | 1  xy  3, 1  x

2 � y

2  4},
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and the integral

l =

Z

⌦

(x2 + y

2)e
1�x

2+y

2

3 sin

✓
xy � 1

2

◆
d⌦

= 3(1� e

�1)(1� cos(1)).

(25)

We generate the domain ⌦ by mapping the unit square (x, y) 2 [0, 1] ⇥ [0, 1]
to ⌦ as follows

x =
x

2 � y

2 � 1

3
and y =

xy � 1

2
.

To compute (25) numerically, we partition the domain with K nonoverlapping
elements. Figure 1 shows the grid for K = 64 using the p = 3 Legendre-
Gauss-Lobatto (LGL) nodes in each element. We note here that although
x = x(x, y) and y = y(x, y) are polynomial functions, x = x(x, y) and y =
y(x, y) are not. This means that the geometry representation in each element
is not a polynomial; however the geometry in each element corresponds to the
analytical geometry.

1.20 1.45 1.70 1.95 2.20 2.45

x

0.40

0.65

0.90

1.15

1.40

1.65

y

Fig. 1: Example grid for ⌦ with K = 64 nonoverlapping elements. The p = 3
LGL nodes are used in each element.
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For a given K, the approximation of (25) is summed over all elements to
obtain

l

h

=
KX

=1

(J


1)TH̃f


, (26)

where f



is the integrand of (25) computed using the x



and y



coordinates
for each element and H̃ ⌘ H

⇠

⌦ H
⌘

. Here, the entries in f



are ordered with
those in the ⌘ direction varying most rapidly. The error associated with the
quadrature approximation is computed as e

K

= |l � l

h

|.
Figure 2 plots the quadrature error, e

K

, as a function of the element size,
h = 1/

p
K, for the operators listed in Table 1. As expected based on Theorem

2, the quadratures computed using the LGL operators, which have r = 1 >

2p, all converge at a rate of approximately order ⌧+1, where ⌧ � 2p�1 denotes
the degree of the quadrature rule associated with each operator. These results
agree with [11].
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Fig. 2: Convergence of the quadrature error when using the generalized SBP
operators in Table 1 to approximate (25).

In contrast, the LG operators all converge at rates less than 2p, which is
also expected since for these operators r = p < 2p, the Jacobian is computed
using the same SBP operator associated with the norm, and the geometry
representation is nonpolynomial. Specifically, there is an even-odd convergence
pattern associated with the LG operators. The even-degree LG operators con-
verge at a rate of p while the odd-degree LG operators converge at a rate of
approximately p+1. This even-odd quadrature convergence behaviour can be
explained by considering the interactions between the leading truncation er-
ror terms associated with the respective even- and odd-degree LG projection
operators. Consider decomposing E

⇠

in terms of the projection operators t

↵

⇠
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LGp1 i 0 1 2
j 3 2 1

i+j 3 3 3

LGp2 i 0 1 2 3 4
j 3 4 3 0 1

i+j 3 5 5 3 5

LGp3 i 0 1 2 3 4 5 6
j 5 4 5 4 1 0 1

i+j 5 5 7 7 5 5 7

LGp4 i 0 1 2 3 4 5 6 7 8
j 5 6 5 6 5 0 1 0 1

i+j 5 7 7 9 9 5 7 7 9

Table 2: Values of i, j, and i + j when the first nonzero value of eE
⇠

occurs.
The values of i and j in (29) are increased with j running first.
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Next, recall the accuracy condition on E
⇠

from Definition 1. Namely, for some
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To make our analysis concrete, we take [↵
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, i.e.,
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= �1 and �
⇠

= 1, into (28) and rearranging terms gives us an expression
for the error in E

⇠

, eE
⇠

, for di↵erent values of i and j.

eE
⇠

=
�
⇠

i

�
T

E
⇠

⇠

j � (1)i+j + (�1)i+j

. (29)

For LG operators, based on (28), (29) will be equal to zero for i, j  r. There-
fore, we are interested in the behaviour of (29) when i, j > r. Table 2 gives the
values of i, j, and i+ j when the first nonzero value of eE

⇠

(i.e., (29)) occurs.

For each operator, the minimum value of i+ j is boxed . For the odd-degree
LG operators, the minimum value of i+j is equal to p+2. For the even-degree
LG operators, the minimum value of i + j is equal to p + 1. To understand
why this pattern occurs, we can examine (29) for the minimum values of i+ j

for each LG operator, as reported in Table 2.
From Table 2, the minimum value of i + j occurs for each operator when

i = 0. Therefore, we substitute i = 0 and (27) into (29), this gives

eE
⇠

|
i=0

=
�
⇠

0

�
T

E
⇠

⇠

j � (1)0+j + (�1)0+j

= 1

T(t
�

⇠

t

T

�

⇠

� t

↵

⇠

t

T

↵

⇠

)xj � (1)j + (�1)j

= t

T

�

⇠

⇠

j � t

T

↵

⇠

⇠

j � 1 + (�1)j .
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Operator j eE
⇠

|i=0 et
�

⇠

et
↵

⇠

LGp1 0 0.00000e+ 00 �2.22045e� 16 �2.22045e� 16
j = r 1 �1.11022e� 15 �2.22045e� 16 2.22045e� 16

j = 2p 2 0.00000e+ 00 �6.66667e� 01 �6.66667e� 01

3 �1.33333e+ 00 �6.66667e� 01 6.66667e� 01

LGp2 0 0.00000e+ 00 0.00000e+ 00 0.00000e+ 00
1 8.88178e� 16 0.00000e+ 00 0.00000e+ 00

j = r 2 0.00000e+ 00 2.22045e� 16 2.22045e� 16

3 �8.00000e� 01 �4.00000e� 01 4.00000e� 01

j = 2p 4 0.00000e+ 00 �4.00000e� 01 �4.00000e� 01

LGp3 0 0.00000e+ 00 0.00000e+ 00 0.00000e+ 00
1 0.00000e+ 00 �5.55112e� 16 5.55112e� 16
2 0.00000e+ 00 0.00000e+ 00 0.00000e+ 00

j = r 3 0.00000e+ 00 �4.44089e� 16 4.44089e� 16

4 0.00000e+ 00 �2.28571e� 01 �2.28571e� 01

5 �4.57143e� 01 �2.28571e� 01 2.28571e� 01

j = 2p 6 0.00000e+ 00 �4.24490e� 01 �4.24490e� 01

LGp4 0 2.22045e� 16 0.00000e+ 00 2.22045e� 16
1 0.00000e+ 00 0.00000e+ 00 2.22045e� 16
2 1.11022e� 16 �2.22045e� 16 �2.22045e� 16
3 �4.44089e� 16 �2.22045e� 16 4.44089e� 16

j = r 4 1.11022e� 16 �1.11022e� 16 �1.11022e� 16

5 �2.53968e� 01 �1.26984e� 01 1.26984e� 01

6 1.11022e� 16 �1.26984e� 01 �1.26984e� 01
7 �5.36155e� 01 �2.68078e� 01 2.68078e� 01

j = 2p 8 1.11022e� 16 �2.68078e� 01 �2.68078e� 01

Table 3: Interpolation/extrapolation error associated with the Legendre-Gauss
(LG) family of operators.

Note also that 1T

t

�

⇠

= 1

T

t

↵

⇠

= 1 since the interpolation/extrapolation oper-
ators evaluate the constant function exactly. We now introduce two additional
error metrics. Let

et
�

⇠

= t

T

�

⇠

⇠

j � 1, (30)

et
↵

⇠

= t

T

↵

⇠

⇠

j � (�1)j , (31)

be the error associated with the interpolation/extrapolation operators t
�

⇠

and
t

↵

⇠

, respectively. Note that we can recast eE
⇠

|
i=0

in terms of et
�

⇠

and et
↵

⇠

as

eE
⇠

|
i=0

= et
�

⇠

� et
↵

⇠

. (32)

Table 3 numerically tabulates these error terms for the LG operators listed in
Table 1 for di↵erent j.

First note that all error terms are zero (or machine zero) up to j = r.
This is expected from the accuracy condition on E

⇠

associated with Definition
1. Therefore, we expect that et

�

⇠

and et
↵

⇠

will be non-zero for j > r. The
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first nonzero (or nonmachine-zero) values of et
�

⇠

and et
↵

⇠

that appear when

increasing j from 0 to 2p are boxed , and this occurs for each operator when
j = r + 1. Similarly, the first non-zero value of eE

⇠

|
i=0

for each operator is

boxed . For the even-degree operators, the first non-zero values of et
�

⇠

and
et

↵

⇠

are equal and opposite in sign, which results in the first non-zero value

of eE
⇠

|
i=0

occurring at j = r + 1. In contrast, the first non-zero values of et
�

⇠

and et
↵

⇠

are equal and of the same sign, which causes them to cancel when

j = r+1. As a result of this cancellation, the first non-zero value of eE
⇠

|
i=0

for
the odd-degree operators occurs at j = r+2, i.e., one value of j higher than for
the even-degree operators. This explains the even-odd quadrature convergence
behaviour observed in Figure 2 with the even-degree LG operators converging
at a rate of p and the odd-degree LG operators converging at a rate of p+1. Es-
sentially, in curvilinear coordinates, when the Jacobian is approximated using
the same SBP derivative operator associated with the norm and the geome-
try representation is either nonpolynomial or of a degree higher than that of
the SBP operator, the LG quadrature accuracy is limited by the accuracy of
the projection operators, and the even-odd quadrature convergence behaviour
is associated with the leading truncation error cancellation of the projection
operators that occurs for the odd-degree LG operators.

5.2 Steady one-dimensional boundary-value problem

Consider the steady one-dimensional boundary-value problem

dU(x)
dx

= F(x) 8x 2 ⌦

x

= [0, 1]

U(x = 0) = sin(1),
(33)

where the source term,

F(x) =
⇡e

x

e� 1
cos

✓
⇡e

x � ⇡ + e� 1

e� 1

◆
, (34)

gives the steady-state solution

U(x) = sin

✓
⇡(ex � 1)

e� 1
+ 1

◆
. (35)

Note that this problem is similar to one from [17]. We use the mesh functions,
x = x(x), in Table 4 to introduce a nonconstant metric Jacobian into inte-
gral functionals on ⌦

x

, which simulates the e↵ect of a curvilinear coordinate
transformation.

Consider the functionals

I(U) =
Z

⌦

x

GU d⌦

x

+ (U)|
x=1

=
KX

=1

Z

(

ˆ

⌦

⇠

)



G


U


J


d⌦̂

⇠

+ (U
K

)|
⇠=�

⇠

⇡ �0.36537991553426102

(36)
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Polynomial Degree Mesh Function Abbreviation

1 x MFD1

2 1
2x

2 + 1
2x MFD2

3 1
3x

3 + 1
3x

2 + 1
3x MFD3

4 1
4x

4 + 1
4x

3 + 1
4x

2 + 1
4x MFD4

5 1
5x

5 + 1
5x

4 + 1
5x

3 + 1
5x

2 + 1
5x MFD5

nonpolynomial (exp(4x)� 1)/(exp(4)� 1) MFNP

Table 4: Mesh functions.

and

Ibnd(U) = (U)|
x=1

= (U
K

)|
⇠=�

⇠

= � sin(1),
(37)

discretized as

I
h

(u
h

) =
KX

=1

g

T



H
⇠

J


(u
h

)


+ t

T

�

⇠

(u
h

)
K

(38)

and
Ibnd

h

(u
h

) = t

T

�

⇠

(u
h

)
K

, (39)

respectively. Here, G(x) = sin(x + 1). Note that we have not found a closed
form expression for the integral in (36) and have therefore approximated the
exact value of this functional using an adaptive Gaussian quadrature method.
Furthermore, the functional error is evaluated as the absolute value of the
di↵erence between the exact and numerical functionals.

Table 5 tabulates the approximate convergence results when using (38)
to discretize (36) with the mesh functions in Table 4. Upwind SATs were
used. Figure 3 plots the results when using the nonpolynomial mesh function.
Similarly, Figure 4 shows the results when using (39) to approximate (37).

From Table 5, as for the two-dimensional quadrature example, the LGL
operators converge at a rate of approximately the quadrature degree, ⌧ , plus
one, i.e., ⌧ + 1. In contrast, the LG operators converge at a rate of ⌧ + 1 only
when the mesh function is a polynomial whose degree is less than or equal to
the degree of the SBP operator used to compute the Jacobian. Note that the
4-marks indicate superconvergent convergence rates. When a mesh function
is used that does not satisfy this condition, the odd- and even-degree LG op-
erators converge at rates of p+1 and p, respectively. These convergence rates

are boxed in Table 5 and highlighted using 8-marks. As before, the even-odd
convergence behaviour can be explained by considering the error cancellation
associated with the leading truncation error terms of the odd-degree LG pro-
jection operators. These observations also hold when the functional consists
solely of a boundary term, as exemplified by Figure 4.
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Fig. 3: Convergence of the functional error when using the generalized SBP op-
erators in Table 1 to approximate (36) with the nonpolynomial mesh function
in Table 4.

10�3 10�2 10�1 100

Element size, h

10�17

10�14

10�11

10�8

10�5

10�2

101

F
u
n
c
t
i
o
n
a
l
e
r
r
o
r

2:1

4:1

6:1
8:1 p = 1

p = 2

p = 3

p = 4

(a) Legendre-Gauss-Lobatto family

10�3 10�2 10�1 100

Element size, h

10�17

10�14

10�11

10�8

10�5

10�2

101

F
u
n
c
t
i
o
n
a
l
e
r
r
o
r

2:1

4:1

p = 1

p = 2

p = 3

p = 4

(b) Legendre-Gauss family

Fig. 4: Convergence of the functional error when using the generalized SBP op-
erators in Table 1 to approximate (37) with the nonpolynomial mesh function
in Table 4.

5.3 Regularity of the mapping

Here, we introduce two additional mesh functions (1) to verify that the in-
terface coupling procedure allows for di↵erent mappings in di↵erent elements
and (2) to verify that a nonpolynomial mapping with C

p continuity leads to
similar results as the previously investigated nonpolynomial mapping having
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Operator MFD1 MFD2 MFD3 MFD4 MFD5 MFNP

LGLp1 4 ⇠ 2 4 ⇠ 2 4 ⇠ 2 4 ⇠ 2 4 ⇠ 2 4 ⇠ 2
LGLp2 4 ⇠ 4 4 ⇠ 4 4 ⇠ 4 4 ⇠ 4 4 ⇠ 4 4 ⇠ 4
LGLp3 4 ⇠ 6 4 ⇠ 6 4 ⇠ 6 4 ⇠ 6 4 ⇠ 6 4 ⇠ 6
LGLp4 4 ⇠ 8 4 ⇠ 8 4 ⇠ 8 4 ⇠ 8 4 ⇠ 8 4 ⇠ 8

LGp1 4 ⇠ 4 8 ⇠ 2 8 ⇠ 2 8 ⇠ 2 8 ⇠ 2 8 ⇠ 2

LGp2 4 ⇠ 6 4 ⇠ 6 8 ⇠ 2 8 ⇠ 2 8 ⇠ 2 8 ⇠ 2

LGp3 4 ⇠ 8 4 ⇠ 8 4 ⇠ 8 8 ⇠ 4 8 ⇠ 4 8 ⇠ 4

LGp4 4 ⇠ 10 4 ⇠ 10 4 ⇠ 10 4 ⇠ 10 8 ⇠ 4 8 ⇠ 4

Table 5: Approximate convergence rates when using the generalized SBP oper-
ators in Table 1 to approximate (36) via (38) with the mesh functions defined
in Table 4. The 4-marks denote superconvergent rates while the 8-marks
means that superconvergence was not achieved.

C

1 continuity. To this end, consider the piecewise polynomial mesh function

x(x) =

(
x

2 + 1

2

x x  1

2

x

1

2

 x,

(40)

which is C0 continuous at x = 1/2, and the nonpolynomial mesh function

x(x) =

����x� 1

3

����
3

� 1

27
+

20 sin(x)

27 sin(1)
, (41)

which is C2 continuous at x = 1/3.

The convergence of the functional error when using the degree p = 2 gener-
alized SBP operators in Table 1 to approximate (36) with the mesh functions
defined by (40) and (41) is shown in Figure 5.

When using the piecewise polynomial mesh function having a C

0 con-
tinuous point at x = 1/2, our refinement strategy ensures that an element
interface is always aligned with the C

0 continuous point. Hence we are still
able to achieve a convergence rate of ⌧ + 1 for the degree p = 2 LGL oper-
ator. Furthermore, the degree of the polynomial on either side of x = 1/2 is
less than or equal to two, so the degree p = 2 LG operator also achieves a
convergence rate of at least ⌧ + 1 when using the piecewise polynomial mesh
function. For the nonpolynomial mesh function, the LG operator undercon-
verges in the same manner as observed in the preceding section, and the C

2

continuous point (that always falls within the interior of an element) does not
a↵ect the convergence of the degree p = 2 LGL operator, as expected.
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Fig. 5: Convergence of the functional error when using the degree p = 2 gener-
alized SBP operators in Table 1 to approximate (36) with the mesh functions
defined by (40) and (41).

5.4 Unsteady two-dimensional linear convection equation

Based on the problem formulation introduced in Section 4.5, we use ⌦ =
[0, 1]⇥ [0, 1] with initial condition

U
0

(x, y) = sin(2⇡x) + sin(2⇡y),

and march the numerical solution to a time of t = 3 using the fourth-order
Runge-Kutta time-marching method with CFL = 0.5 [10]. To generate curvi-
linear grids, we map the unit square (x, y) 2 [0, 1]⇥ [0, 1] to ⌦ through [10]

x = x+
1

5
sin(⇡x) sin(⇡y)

y = y +
1

5
exp(1� y) sin(⇡x) sin(⇡y).

An example grid is shown in Figure 6. The continuous functional

I(U|
t=3

) =

Z

⌦

GU|
t=3

d⌦,

with G = 1, is discretized as

I
h

(u
h

) =
KX

=1

g

T



H̃J


(u
h

)


,

where (u
h

)


is the numerical solution on the th-element at time t = 3. The er-
ror between the continuous and discrete functionals when using the operators
in Table 1 is plotted in Figure 7. Once again, we see that even though the LG
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Fig. 6: Example grid for ⌦ with K = 16 nonoverlapping elements. The p = 4
LGL nodes are used in each element.

operators typically have better solution accuracy compared to the LGL oper-
ators, the functional accuracy is not necessarily more accurate in curvilinear
coordinates, depending on the degree of the geometry representation.

6 Conclusions

We have shown that, for tensor-product generalized SBP operators, projection
operators of degree r � 2p are required to preserve quadrature accuracy and
therefore superconvergent functionals in curvilinear coordinates when (1) the
Jacobian of the transformation is approximated by the same SBP operator that
is associated with the norm and (2) when a higher degree representation of the
geometry is used compared to the degree of the SBP operator. Furthermore,
when the geometry condition is violated for the LG SBP operators, which have
r = p < 2p, there is an even-odd quadrature convergence behaviour that can be
explained by considering the cancellation of the leading truncation error terms
for the LG projection operators associated with the odd-degree LG operators.
Numerical examples in one- and two-dimensions were presented verifying the
developed theory. Future work will focus on PDEs with di↵usion-type terms
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Fig. 7: Convergence of the functional error when using the generalized SBP
operators in Table 1 to approximate the discrete functional for the unsteady
two-dimensional linear convection equation.

and those that involve nonlinearity. Following [17,22], extending the proofs to
nonlinear problems could potentially be done through Fréchet linearization.
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discussions regarding some of the proofs in his Ph.D. thesis [2]. All figures were created
using Matplotlib [23] with the convergence plots styled after those in [18].
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32. Ranocha, H., Ö↵ner, P., Sonar, T.: Summation-by-parts operators for correction proce-
dure via reconstruction. Journal of Computational Physics 311, 299–328 (2016)
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