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Two implicit time-marching methods are investigated for accuracy and efficiency

in solving the unsteady Navier-Stokes equations. The methods considered are the

second-order backwards differencing formula and the fourth-order explicit-first-stage,

single-diagonal-coefficient, diagonally-implicit Runge-Kutta method. First, the efficiency

of two strategies for solving the nonlinear problem arising at each time step, an ap-

proximate factorization algorithm and a Newton-Krylov algorithm, is investigated. The

Newton-Krylov strategy is seen to be more efficient, especially on fine meshes. Next, the

relative efficiency of the two time-marching methods is compared for two-dimensional un-

steady laminar flows over a cylinder and an airfoil. The backwards differencing method

with approximate factorization dual time stepping is very efficient on a coarse mesh,

whereas the implicit Runge-Kutta scheme combined with the Newton-Krylov algorithm

is more efficient on finer meshes and when lower errors are required. The combination

of the implicit Runge-Kutta method with the Newton-Krylov algorithm is shown to be

very efficient for high-fidelity time-accurate simulations.

Introduction

Higher-order time-marching methods, that is
higher-order methods for numerical integration of first-
order ordinary differential equations in time, are per-
tinent in several areas, including aeroacoustics, large-
eddy simulations, and direct simulations of turbulent
flows. Their study is motivated by the desire to choose
the right method for a specific problem and to develop
new and improved methods. Analysis provides a de-
gree of understanding.1 For example, Zingg2 provides
a methodology for comparing explicit time-marching
methods that takes into account accuracy, computa-
tional work, and the stability bound. The application
of implicit methods to nonlinear problems adds an
additional complication in that a nonlinear algebraic
system of equations arises at each time step. The
system can be linearized in time; this introduces a
linearization error that restricts the method to second-
order accuracy. Alternatively, the nonlinear system
of equations can be solved inexactly using an itera-
tive technique. This approach is sometimes called a
subiteration technique.3 If a pseudo-time derivative is
introduced to facilitate the solution of the nonlinear
system, then the approach is usually termed a dual-
time-stepping technique.4 In either case, a problem
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in some ways equivalent to a steady flow problem is
being solved at each time step. Hence acceleration
techniques for steady problems, such as local precon-
ditioning4 and multigrid,5, 6 can be applied to improve
the convergence rate of the subiterations.

Systematic numerical experiments can provide a
thorough assessment and characterization of implicit
time-marching methods for nonlinear problems. Since
problems of interest in fluid dynamics typically do
not have known analytical solutions, this generally in-
volves the computation of a reference solution using
a very small time step. This solution is then used to
calculate the errors in solutions computed using larger
time steps. Studies of this kind have been reported by
Rumsey et al.,7 De Rango and Zingg,8 Bijl et al.,9, 10

and Carpenter et al.11 De Rango and Zingg showed
that a second-order dual-time-stepping scheme is much
more efficient, that is it requires far less computa-
tional effort to achieve a given level of accuracy, than
a scheme without subiterations. Although the original
motivation for dual time stepping was to reduce lin-
earization and in some cases factorization errors, it is
also an effective way to reduce first-order errors arising
from boundary and interface conditions and a loosely
coupled turbulence model.

The focus of the studies of Bijl et al. and Car-
penter et al. is on higher-order implicit Runge-Kutta
methods, in particular explicit-first-stage, single-
diagonal-coefficient, diagonally-implicit Runge-Kutta
(ESDIRK) methods of various orders. It is well known
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that unconditionally-stable (A-stable) linear multistep
methods are restricted to second-order accuracy.1 Im-
plicit multi-stage schemes do not face this restriction,
and ESDIRK schemes can be of arbitrarily high or-
der while retaining A stability (in fact, L stability10).
In general, higher-order schemes in both space and
time become more attractive as the need for accuracy
increases, i.e. at low error tolerances. Consequently,
the ESDIRK family of schemes, especially the fourth-
order variant, are potentially an efficient alternative
to second-order methods (of which the second-order
backwards formula is the most popular) for problems
requiring high accuracy, such as direct turbulent sim-
ulations and long-range wave propagation.

The efficiency of a time-marching method that in-
volves subiterations depends on the iterative technique
used to solve the nonlinear problem or problems arising
at each time step. The degree to which the nonlinear
problem is converged represents another factor affect-
ing the efficiency. Bijl et al. and Carpenter et al. used a
multigrid technique which is efficient for steady flows.
In this paper, we compare the second-order backwards
differencing method with the fourth-order ESDIRK
method using both an approximate-factorization al-
gorithm3 and a Newton-Krylov algorithm12 to solve
the nonlinear problems. Our objectives are to develop
efficient implementations of the two methods and then
to compare their efficiency.

Governing Equations

The two-dimensional thin-layer Navier-Stokes equa-
tions are solved. In generalized curvilinear coordi-
nates, the equations take the following form:

∂tQ̂ + ∂ξÊ + ∂ηF̂ = Re−1∂ηŜ (1)

where Q̂ is a vector containing the conservative vari-
ables, mass, momentum and energy, per unit volume:

Q̂ = J−1









ρ
ρu
ρv
e









(2)

Ê and F̂ contain the inviscid fluxes in the ξ and η
directions respectively,

Ê = J−1









ρU
ρUu + ξxp
ρUv + ξyp

(e + p)U − ξtp









(3)

F̂ = J−1









ρV
ρV u + ηxp
ρV v + ηyp

(e + p)V − ηtp









(4)

where U and V are the contravariant velocities given
by:

U = ξt + ξxu + ξyv

V = ηt + ηxu + ηyv

and J represents the metric Jacobian of the transfor-
mation:

J−1 = (xξyη − xηyξ) (5)

The viscous terms are:

Ŝ = J−1









0
A
B
C









(6)

where

A = ηxm1 + ηym2

B = ηxm2 + ηym3

C = ηx(um1 + vm3 + m4) + ηy(um2 + vm3 + m5)

with

m1 = µ(4ηxuη − 2ηyvη)/3

m2 = µ(ηyuη + ηxvη)

m3 = µ(−2ηxuη + 4ηyvη)/3

m4 = µPr−1(γ − 1)−1ηx∂η(a2)

m5 = µPr−1(γ − 1)−1ηy∂η(a2)

Pressure is related to the conservative variables by the
equation of state for a perfect gas, which leads to:

p = (γ − 1)

(

e −
1

2
ρ(u2 + v2)

)

(7)

All of the above variables are nondimensionalized as
described by Pulliam.13

Second-order centered-differencing is used to dis-
cretize in space with second- and fourth-difference
scalar artificial dissipation.13, 14

Temporal Discretization

The time-marching methods investigated are the
second-order backwards difference formula (BDF2)1

and the explicit-first-stage, single-diagonal-coefficient,
diagonally-implicit Runge-Kutta scheme of fourth or-
der (ESDIRK4).9 The BDF2 method is given by the
following nonlinear equation for Q̂n+1:

3Q̂n+1
− 4Q̂n + Q̂n−1

2∆t
− ∂tQ̂

n+1 = GBDF2(Q̂
n+1) = 0

(8)
where

∂tQ̂
n+1 = −∂ξÊ

n+1
− ∂ηF̂ n+1 + Re−1∂ηŜn+1 (9)

A general ESDIRK scheme of s stages is given by
the following:9

Q̂k − Q̂n

∆t
−

k
∑

j=1

akj∂t(Q̂
j) = GESDIRK4(Q̂

k) = 0 (10)

Q̂n+1 = Q̂n + ∆t
s

∑

j=1

bj∂t(Q̂
j)
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0 0 0 0 0 0 0

c2 a21 a22 0 0 0 0

c3 a31 a32 a33 0 0 0

c4 a41 a42 a43 a44 0 0

c5 a51 a52 a53 a54 a55 0

c6 a61 a62 a63 a64 a65 a66

b1 b2 b3 b4 b5 b6

Table 1 Sample Butcher table

where k = 1, . . . s, aij and bj are the coefficients of

the scheme, and ∂t(Q̂
j) is as above. Table 1 shows a

Butcher table of the coefficients for a six-stage scheme.
ck indicates the point in the time interval t+∆t which
the solutions at each stage represent (i.e. the solution
at stage k evaluates Q(t + ck∆t)). The ESDIRK4
method is a six-stage scheme recommended by Bijl et

al.,9 and the coefficients are given in the same paper.
Equations (8) and (10) are nonlinear equations

which must be solved at every time step or stage.
These equations can be solved in various ways. Here
we consider a dual-time stepping approach using ap-
proximate factorization and a Newton-Krylov algo-
rithm.

Dual Time Step with Approximate Factorization

The dual time step scheme which we will use is the
strategy employed by Venkateswaran and Merkle.4 A
pseudo-time derivative is added to the nonlinear prob-
lem arising at each time step. The resulting equation
is

∂Q̂

∂τ
= −G(Q̂n+1) = 0 (11)

where the function G can be GBDF2 or GESDIRK4. Ap-
plying the implicit Euler method one obtains:

Q̂p+1 − Q̂p

∆τ
= −G(Q̂p+1) = 0 (12)

where ∆τ is the pseudo-time step. With local time
linearization, one obtains

[S + ∆τ∂ξÂ
p + ∆τ∂ηB̂p]∆Q̂p = −∆τG(Q̂p) (13)

where for BDF2

S =

{

3

2∆t
+

3∆τ

2∆t

}

and for ESDIRK4

S =

{

1

akk∆t
+

∆τ

akk∆t

}

Â and B̂ are the inviscid flux Jacobians, and the vis-
cous terms have been omitted for simplicity. Applying
approximate factorization and diagonalization gives

Tξ[S + ∆τ∂ξΛξ]N̂d[S + ∆τ∂ηΛη ]T−1
η ∆Q̂p

= −∆τG(Q̂p) (14)

where
N̂d = T−1

ξ S−1Tη

The matrices Λξ and Λη are diagonal matrices contain-
ing the eigenvalues of the inviscid flux Jacobians. The
matrices Tξ and Tη contain the corresponding eigen-
vectors. By simplifying using approximate factoriza-
tion in diagonal form, the problem at each pseudo-time
step requires the solution of two scalar pentadiagonal
systems of equations.

Newton-Krylov method

Applying Newton’s method to Eqs. (8) and (10)
leads to the following linear system, which must be
solved at each subiteration:

Ap∆Q̂p = −G(Q̂p) (15)

where A is the Jacobian of G given by

A =
∂G

∂Q̂

This linear system is solved using the Generalized Min-
imal Residual method (GMRES), a Krylov-subspace
method for nonsymmetric linear systems developed by
Saad and Schultz.15 An incomplete lower-upper fac-
torization with some fill is used to precondition the
system. The preconditioner is only updated when the
total number of GMRES iterations performed in one
Newton iteration increases from one iteration to the
next. For a detailed description of the Newton-Krylov
algorithm, see the work of Pueyo and Zingg.12

Results and Discussion

We are comparing four time-marching algorithms:
BDF2 with approximate factorization (BDF-AF),
BDF2 with the Newton-Krylov algorithm (BDF-NK),
ESDIRK4 with approximate factorization (ESDIRK-
AF), and ESDIRK4 with the Newton-Krylov algo-
rithm (ESDIRK-NK). There are two issues to consider
in comparing these algorithms. First, a mechanism
must be chosen to terminate the subiterations. This
can be based on a fixed number of subiterations, on
a prescribed convergence tolerance, or some other cri-
terion. Whatever criterion is selected, a parameter
is introduced which must be chosen to maximize ef-
ficiency. The second issue relates to the definition of
efficiency, which can be loosely defined as accuracy per
unit of computational effort. More specifically, one can
consider the error obtained with fixed computational
effort or the computational effort required to achieve a
specified level of accuracy. As we have already noted,
the relative efficiency of a method can depend on the
error level desired. Therefore, a range of error lev-
els must be considered in comparing schemes, and the
choice of scheme is problem dependent. Our approach
will be to plot the error against the computing time
required for a range of different time step values.
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Fig. 1 Pressure contours for flow over a cylinder
(M = 0.3, Re = 1200)

Two physical problems are studied: two dimensional
laminar flow about a cylinder and an airfoil. Both in-
volve self-induced periodic unsteadiness resulting from
flow separation. All of the methods are applied to the
airfoil problem, while only BDF-AF and ESDIRK-AF
are applied to the cylinder problem. For both cases,
the exact solution to the problem is not known, so a
very small time step was used to obtain a reference so-
lution using ESDIRK4. The reference solution is not
free of spatial error, but the temporal error is negligi-
ble compared to that obtained with significantly larger
time step values.

The initial conditions for the test cases were ob-
tained through two stages. First, the flow was sim-
ulated from freestream conditions using a reasonably
small time step for several shedding cycles until a pe-
riodic steady state was reached. The flow was then
advanced using a much smaller time step, using ES-
DIRK4, until a new steady state was reached with the
smaller time step. This solution was stored as the ini-
tial condition for simulations at larger time steps. For
the error assessment, each scheme was run for one pe-
riod from this initial condition. The time steps used
were chosen to be multiples of the reference ∆t. The
error values were found by integrating the difference
from the reference solution for the lift coefficient, Cl.

Test Cases

Cylinder

For the cylinder case, the free stream Mach number
is 0.3 with a Reynolds number of 1200. These condi-
tions result in the periodic shedding of vortices. The
grid used is a 97×65 O-mesh with an off-wall spacing
of 0.001. The boundary is at a distance of 20 diam-
eters from the cylinder. Fig. 1 shows a snapshot of
the pressure contours in the flowfield. Bijl et al.9 also
used this test case, with a different grid.

The reference solution was found using a non-
dimensional time step of 0.01. The initial values were

0 2 4 6 8 10 12 14 16
−1.5

−1

−0.5

0

0.5

1

1.5

time

C
l

reference solution
∆ t=0.5
∆ t=0.2
∆ t=0.1
∆ t=0.05

Fig. 2 Cl vs time for flow over a cylinder

Fig. 3 Pressure contours for flow over the NACA
0012 airfoil (M = 0.2, Re = 800, α = 20

◦)

obtained by computing the flow for several cycles with
a time step of 0.1 then computing another 20 cycles
at a time step of 0.01. Since the grid is quite coarse,
the solution is not particularly accurate. However, this
does not affect our conclusions, since the spatial and
temporal errors are independent. Hence we require
that the reference solution be time-step independent,
not grid independent. Figure 2 shows the lift history
for one shedding cycle computed using the BDF-AF
scheme with three subiterations per time step and var-
ious values of ∆t.

Airfoil

The second test case involves laminar flow over the
NACA 0012 airfoil, also with periodic vortex shedding.
The free stream Mach number is 0.2 with a Reynolds
number of 800, and the angle of attack is 20◦. A snap-
shot of the pressure contours in the flowfield can be
seen in Figure 3. This case was also studied by De
Rango and Zingg.8

In order to examine the effect of grid density on the
efficiency of the time-marching algorithms, we consider
three different grids. All were generated using a hy-
perbolic grid generator. The first grid is a 169×49
C-mesh with 50 points on the upper and lower sur-

4 of 9

American Institute of Aeronautics and Astronautics



0 1 2 3 4 5 6 7 8 9 10
0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

t

C
l

Coarse Grid Solution
Medium Grid Solution
Fine Grid Solution

Fig. 4 Comparison of reference solutions from
three grids
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Fig. 5 Cl vs time on coarse grid

faces of the airfoil and 35 points in the wake. The
off-wall spacing is 0.01 chords at the surface of the
airfoil, and the distance to the outer boundary is 12
chord lengths. The minimum spacing for the stream-
wise clustering is 0.005 and 0.001 chords at the leading
and trailing edges, respectively. The second grid is a
249×65 C-mesh with 75 points on the upper and lower
surfaces and 50 points in the wake. The off-wall spac-
ing is 10−4 chords at the surface of the airfoil, and the
distance to the outer boundary is 12 chord lengths.
The minimum spacings for the clustering at the lead-
ing and trailing edges are the same as for the coarser
grid. The finest grid used is a 499×130 C-mesh with
150 points on the upper and lower surfaces and 100
points in the wake. The minimum spacing for the clus-
tering at the leading and trailing edges is 0.0025 and
0.0005 chords. The distance to the outer boundary is
12 chord lengths with an off-wall spacing of 0.00005
chords at the surface of the airfoil. Figure 4 shows the
reference solutions for one period of the vortex shed-
ding cycle computed on the three grids. Figures 5, 6,
and 7 show solutions for several values of ∆t computed
using the BDF-AF time-marching method with three
subiterations per time step.
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Fig. 6 Cl vs time on medium grid
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Fig. 7 Cl vs time on fine grid

Efficiency Comparisons

We seek to determine how the temporal error from
the four schemes depends on the CPU time for various
time step values. The processor used is an Alpha EV68
1000 MHz processor.

We begin by considering the appropriate subitera-
tion termination criterion for each of the four algo-
rithms. Next we compare the efficiency of the approx-
imate factorization and Newton-Krylov algorithms for
both time-marching methods, ESDIRK4 and BDF2.
Finally we compare ESDIRK4 and BDF2 with optimal
choices of iterative method and subiteration termina-
tion criterion.

Subiteration Termination Criteria

The efficiency of a dual-time or subiteration scheme
depends on the stopping criterion for the subiterations.
If the residual is not sufficiently reduced, a significant
error is introduced. However, reducing the residual
more than necessary does not improve the accuracy
of the results and simply slows down the calculation
of the solution. The subiterations can be terminated
once a predetermined tolerance is reached, or a fixed
number of subiterations can be chosen.

BDF-AF: For the BDF-AF time-marching scheme,
De Rango and Zingg8 have shown that using a fixed
number of subiterations is effective. Figures 8 and 9
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Fig. 8 Effect of number of subiterations on effi-
ciency of BDF-AF (cylinder)
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Fig. 9 Effect of number of subiterations on effi-
ciency of BDF-AF (coarse grid)

show the error versus the cpu time required for the
cylinder and coarse-grid airfoil cases, respectively, us-
ing the BDF-AF scheme with one, two, and three
subiterations. Analysis of the runs on the finer grids
gives similar results. Two to three subiterations are
sufficient. All further results shown for the BDF-AF
scheme were obtained using two subiterations per time
step.

ESDIRK-AF: The ESDIRK4 scheme requires a
much larger reduction in the residual than the BDF2
scheme. Consequently, we found a fixed tolerance to
be more effective with the ESDIRK-AF time-marching
scheme. Figures 10 and 11 show the error versus the
cpu time required for the cylinder and coarse grids,
respectively, with various subiteration tolerances. The
results are inconclusive. In both cases, a different
tolerance is optimal depending on the degree of ac-
curacy required. For larger time steps, the residual
does not need to be reduced as much. This is quite
intuitive and suggests that a more sophisticated crite-
rion could be effective. We have somewhat arbitrarily
chosen a subiteration tolerance of 10−8 for all remain-
ing ESDIRK-AF results. These figures also show that
the ESDIRK-AF scheme is much more efficient when
low errors are required. A large error reduction can be
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Fig. 10 Effect of subiteration tolerance on effi-
ciency of ESDIRK-AF (cylinder)
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Fig. 11 Effect of subiteration tolerance on effi-
ciency of ESDIRK-AF (coarse grid)

achieved with a relatively small increase in computing
expense.

BDF-NK: The Newton-Krylov algorithm includes
both outer Newton iterations for the nonlinear prob-
lem and inner GMRES iterations for the linear prob-
lem solved at each Newton iteration. In all cases the
GMRES iterations are terminated after a reduction
of the residual of the linear problem of one order of
magnitude. Here we consider the termination criterion
for the Newton iterations. The effect of the number
of subiterations on the efficiency of the BDF-NK al-
gorithm is shown in Figs. 12 and 13, which display
the results obtained on the coarse and medium airfoil
grids. With one subiteration the scheme proved to be
unstable. Two subiterations are optimal.

ESDIRK-NK: Results for ESDIRK-NK can be
seen in Figs. 14 and 15. As in the case of the ESDIRK-
AF scheme, there is no clear choice, and we have
selected four subiterations for further study. Note that
this is a good choice for low error levels, but a smaller
number of subiterations is optimal for higher error lev-
els.
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Fig. 12 Effect of number of subiterations on effi-
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10
1

10
2

10
3

10
4

10
−4

10
−3

10
−2

10
−1

10
0

CPU time (s)

er
ro

r 
in

 C
l

2 subiterations
3 subiterations
4 subiterations
5 subiterations

Fig. 13 Effect of number of subiterations on effi-
ciency of BDF-NK (medium grid)

Choice of Iterative Scheme

BDF-AF vs. BDF-NK: Figures 16, 17, and 18
compare the efficiency of the BDF-AF and BDF-NK
schemes for the coarse, medium, and fine grids respec-
tively. The results are quite interesting. While BDF-
AF is clearly superior on the coarse grid, BDF-NK is
equally clearly superior on the fine grid. The approxi-
mate factorization algorithm does not converge as well
as the Newton-Krylov algorithm on the medium and
fine grids, which are more representative of practical
problems. One point to note is that the approximate
factorization algorithm uses a local pseudo time step
that is based solely on inviscid, i.e. Courant number,
considerations, which is appropriate for high Reynolds
number flows. It is possible that better convergence
could be obtained at these modest Reynolds numbers
by incorprating the von Neumann number in the local
pseudo time step definition.

ESDIRK-AF vs. ESDIRK-NK: Figures 19 and
20 compare the efficiency of the ESDIRK-AF and
ESDIRK-NK schemes. On the coarse grid, the two it-
erative methods are equally efficient. However, on the
medium grid the approximate factorization subitera-
tions take far too long to converge, and the ESDIRK-
NK is much more efficient. On the fine grid, the
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Fig. 14 Effect of number of subiterations on effi-
ciency of ESDIRK-NK (coarse grid)
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Fig. 15 Effect of number of subiterations on effi-
ciency of ESDIRK-NK (medium grid)

10
1

10
2

10
3

10
−4

10
−3

10
−2

10
−1

10
0

CPU time (s)

er
ro

r 
in

 C
l

BDF−AF
BDF−NK

Fig. 16 Comparison of subiteration algorithms for
the BDF2 time-marching method (coarse grid)

problem with the approximate factorization subitera-
tions was even greater, and no reliable solutions could
be obtained. Therefore, for the ESDIRK4 scheme,
the Newton-Krylov algorithm is a much better choice
for solving the nonlinear problem arising at each time
step.
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Fig. 17 Comparison of subiteration algorithms for
the BDF2 time-marching method (medium grid)
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Fig. 18 Comparison of subiteration algorithms for
the BDF2 time-marching method (fine grid)
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Fig. 19 Comparison of subiteration algorithms for
the ESDIRK4 time-marching method (coarse grid)
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Fig. 20 Comparison of subiteration algorithms
for the ESDIRK4 time-marching method (medium
grid)
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Fig. 21 Efficiency comparison of ESDIRK-NK and
BDF-NK (coarse grid)

Comparison of ESDIRK4 and BDF2

Figures 21, 22, and 23 compare the efficiency of the
BDF-NK and ESDIRK-NK schemes for the coarse,
medium, and fine grids respectively. At higher error
levels, the BDF-NK time-marching method is more
efficient. For error levels below about 10−3, however,
the ESDIRK-NK time-marching method performs bet-
ter. Therefore, for studies requiring very high accu-
racy in time, the ESDIRK time-marching method with
Newton-Krylov subiterations is a very efficient alter-
native. Note that the point at which the ESDIRK-NK
scheme becomes more efficient is dependent on the
subiteration termination criterion.

Conclusions

The accuracy and efficiency of two time-marching
methods, the second-order BDF method and the
fourth-order ESDIRK method, were examined for the
unsteady Navier-Stokes equations. Furthermore, two
different algorithms were used to solve the nonlinear
problem arising at each time step, dual time step-
ping combined with approximate factorization, and a
Newton-Krylov algorithm.

The following conclusions can be drawn from the
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Fig. 22 Efficiency comparison of ESDIRK-NK and
BDF-NK (medium grid)
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Fig. 23 Efficiency comparison of ESDIRK-NK and
BDF-NK (fine grid)

results obtained:

• With BDF2, the Newton-Krylov algorithm is the
more efficient on finer grids, while the approxi-
mate factorization algorithm is more efficient on
coarser grids.

• With ESDIRK4, the Newton-Krylov algorithm is
much more efficient than the approximate factor-
ization algorithm.

• BDF2 is more efficient than ESDIRK4 when rel-
atively large errors can be accepted. When lower
errors are required ESDIRK4 becomes more effi-
cient.

The main result of this paper is to show that the
combination of the fourth-order implicit Runge-Kutta
method with the Newton-Krylov algorithm is a very
efficient option for high-fidelity time-accurate simu-
lations. Future work can concentrate on developing
subiteration termination criteria which produce more
uniform efficiency for the ESDIRK-NK scheme. An-
other area of interest is to get a better understanding
of the relative efficiency of the ESDIRK4 and BDF2
schemes for problems of current practical interest, such

as aeroacoustics and large eddy simulations of turbu-
lent flows. Although the present study shows that the
ESDIRK4 scheme becomes significantly more efficient
than the BDF2 scheme when very low error levels are
required, it is difficult to relate these error levels to
those obtained in other problems. Finally, it would be
useful to compare the Newton-Krylov algorithm used
here with the multigrid algorithm used by Bijl et al.
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